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We pose TWO questions:
1. Whether a classical and simple approach such as QR

decomposition could (theoretically) accurately solve and
accelerate common LMS solvers compared to the SOTA
recursive and clustering-based fusion algorithm ?

2. Whether a numerically stable algorithm could generate
accurate distributed sketches via exact factorization on
streaming data ?

Inspiration
LMS-BOOST [1] – Coreset-sketch fusion algorithm based on faster
implementation of Caratheodory Theorem (1907)

• Summarizes input data X into S of size O(d2) x d
• Preserves input covariance, STS = XTX
• Has computational time complexity, O(nd2+ log n x d8)
• CLAIMS against QR decomposition

1. Relatively time-consuming
2. Unsuitable for exact factorization for streaming data

Introduction
Sketching – a technique to summarize data X into S to preserve or
approximate covariance matrix, i.e. STS = XTX

Focus
Create theoretically accurate summary of input data which could
be directly plugged to accelerate common scikit-learn LMS solvers
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X=QR	,where,	QTQ=QQT=I
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Contributions
Test and check validity of the above claims against QR decomposition as a
candidate for data summary via extensive theoretical and empirical
analysis missing in literature

Results – proving Claims to be False

Linear scalability with negligible communication overhead

code


